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Abstract

While modelling macroeconomic phenomena, it appears essential to construct such models in which possible presence of long-run relationships and time-variable volatility can be simultaneously taken into account. As the vector autoregression (VAR) models underlie the cointegration analysis, our efforts focus on suitably tailoring the vector error correction (VEC) representation of VAR so as to accommodate for time-varying conditional covariances. One can attempt to capture the dynamics of the latter using quite a variety of stochastic processes.
Primarily, the aim of this paper is to empirically assess the predictive gain in forecasting macroeconomic data, resulting from introducing into standard (i.e. homogenous) VEC models either a discrete (regime-switching) or continuous state-space stochastic conditional covariance structure. Specifically, five classes of VAR/VEC models are considered in the study, each featuring a different type of the process driving the dynamics of conditional covariance matrices. The first one comprises standard, homogenous VAR/VEC specifications with Gaussian innovations, whereas the remaining classes are differentiated by the specification of time-varying conditional covariance matrix, with four alternatives: multivariate Generalized Autoregressive Conditionally Heteroskedasticity (GARCH), Stochastic Volatility (SV), hybrid SV-GARCH, and finally, two-state Markov-switching processes (leading, respectively, to the VEC-GARCH, VEC-SV, VEC-SV-GARCH, and VEC-MSH specifications, with ‘MSH’ standing for Markov-Switching Heteroskedasticity). Operating within Bayesian statistical framework, we construct and estimate (resorting to relevant MCMC techniques) models of the above-mentioned classes using macroeconomic data for the US and, separately, Polish economies. In both cases the focus is placed on evaluation and comparison of the models’ forecasting abilities by means of predictive Bayes factor, as well as some non-Bayesian tools, including probability integral transform (PIT), continuous ranked probability score (CRPS), and energy score (ES).
